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ABSTRACT 

We s t u d y  the  analyt ic  s ingular i t ies  of  viscosity solut ions  of equa t ions  

of eikonal type  and  ob ta in  t h a t  the  analyt ic  s ingular  suppo r t  of  these  

funct ions  has  an  analyt ic  s trat if icat ion.  T h e  s ingular  suppo r t  can  be 

identified wi th  the  cu t  locus of the  d i s tance  to the  b o u n d a r y  of an  open 

set,  when  t he  interior is equipped  wi th  a degenera te  R i e m a n n i a n  metr ic .  

We apply  the  resul t  to elliptic equa t ions  as well as to  mode l  opera tors  of  

Gru~in type.  

1. I n t r o d u c t i o n  

Let ~t C ]~n be an open bounded set with real analytic boundary 0R and let 

A(x) be a non-negative n • n matrix with real analytic entries in C ~ (~). We 

consider the solution of the eikonal equation 

(A(x)Vd(x),Vd(x)> = 1, x e gt 
(1.1) d (x )  = O, x e O ~  

where (., .) denotes the standard Euclidean scalar product  and Vd is the gradi- 

ent of the function d. Even in the "elliptic" case (i.e. when the matrix A(x) is 
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uniformly positive definite), the problem in (1.1) possesses no global differen- 

tiable classical solution. Indeed d - 0 is not a solution of (1.1) and at an interior 

minimum (maximum) point for d the gradient of d should be 0, however at such 

a point equation (1.1) cannot be satisfied in the classical sense. 

We adopt the following notion of weak solution introduced by Crandall and 

Lions in [6]. 

Definition 1.1: We say that  a continuous function d: ~ ~ • is a v i scos i ty  

s u b s o l u t i o n  of (1.1) if for every ~ E C 1(~), denoting by x E 12 a local maximum 

point of d - ~, we have 

(A(x)V~(x) ,  V~(x)) _< 1. 

Analogously, d is a v i scos i ty  s u p e r s o l u t i o n  of (1.1) if, for every ~ E C1(12) 

and x a local minimum point of d - ~, then 

(A(x)V~(x) ,  V~(x))  _> 1. 

Finally, we say that  d is a v i scos i ty  so lu t ion  if d = 0 on 0~ and it is both a 

viscosity sub- and supersolution. 

If A -- Id (the n • n identity matrix) in (1.1), then the viscosity solution of 

problem (1.1) is the Euclidean distance function, d(x), from the point x E ~ to 

the boundary 0~.  This motivates us to call d i s t a n c e  f u n c t i o n  the viscosity 

solution of equation (1.1). Assume x E ~ N sing supp~ d, where s ingsupp~d 

denotes the analytic singular support of d (i.e. x ~ sing supp~ d if and only if d 

is real analytic in a suitable neighborhood of x), and let y E 0~ be such that  

d(x) = Ix - Yl. Here I" I is the Euclidean norm. One can show that the line 

segment ~(t) = y + t(x - y ) ,  t _> 0, is a minimal geodesic from 0~ to x and that  

such a geodesic ceases to be minimal at the point x. We say that  x belongs 

to the c u t  locus  of d in ~. For a class of matrix functions A, we study the 

structure of the analytic singular support of d which we call the cut locus of the 

function d with respect to the possibly degenerate metric (A(x)~, ~), or, for the 

sake of brevity, just the cut locus of d 

(1.2) CutA(~) :---- {x E 12 I d is not real analytic at x}. 

In order to describe our results it is useful to introduce the following second 

order partial differential operator associated to the boundary value problem 

(1.1) 

(1.3) Lu(x) := tr[A(x)V2u(x)] (x e ~), 
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where the symbol V2u denotes the Hessian matrix of u and "tr" denotes the 

trace. 

Our purpose is to show that  the cut locus of the function d in (1.1) is an 

a na ly t i c  s t r a t i f i ca t ion ,  provided that L is a n a l y t i c  hypo-e l l ip t i c .  

In order to clarify the above statement, we recall that a second order operator 

L is analytic hypo-elliptic in an open set U if whenever v is a distribution solution 

of Lv = f in U and f C C~(U) then v is also in C~(U). 

The problem of the analytic hypo-ellipticity of second order differential op- 

erators with semi-definite quadratic form and analytic coefficients is one of the 

major problems in the theory of linear PDE's  and is far from being understood. 

There are though classes of operators for which C"~-hypo-ellipticity has been 

proved (see e.g. [19] and [20]). 

Finally, loosely speaking, a set admits an analytic stratification if it splits 

as the disjoint union of a locally finite family of real analytic manifolds (see 

Definition 2.1 below). 

Our approach is somewhat indirect. Our goal is to show that  the solution to 

our problem is actually a subanalytic function. We refer to the paper by Tamm 

[17] for the definitions and the main properties of subanalytic functions (see also 

Bierstone and Milman [4]). One of the results proved in [17] is that the singular 

set of a subanalytic function is a subanalytic set and as such it is an analytic 

stratification. Thus the problem of showing that  the set (1.2) has an analytic 

stratification is reduced to that  of showing that  the solution of equation (1.1) is 

s u b a n a l y t i c  (see Theorem 2.1 below). 

We point out that,  in the case A > 0, the subanalyticity of d is a consequence 

of Theorem 3.5.2 of [17]. Sussmann [15] and Agrachev-Gauthier [1] have proved 

the subanalyticity of the point-to-point distance associated to a class of sub- 

Riemannian vector fields. 

We would also like to mention that the problem of the regularity of the dis- 

tance to the boundary has been the object of a number of papers, the most 

recent of which, [13] and [14], deal with problems closely related to ours. More 

specifically Li and Nirenberg in [13] are concerned with the finiteness of the 

(n - 1)-dimensional Hausdorff measure for the C 1'1 analog of our CutA(f~)--or 

ridge set in their terminology. We also would like to say that  in [13] a Hamilton- 

Jacobi equation is considered which does not contain degenerate sums of squares 

of vector fields. 

In [14] a 2-dimensional real analytic case is also studied and it is proved that 

the cut locus is the union of isolated points and linear graphs. The authors give 
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also an example showing tha t  if the boundary of a set is a C 1'1 convex curve 

then the analytic singular support  of the Euclidean distance to that  curve has 

non-zero Lebesgue measure. 

In the present paper, we take a purely PDE approach to the problem of the 

subanalyticity of the solution of (1.1) for a class of equations including non-sub- 

Riemannian sums of squares of vector fields. This implies that  the vector fields 

we consider may not span a subbundle of the tangent bundle. 

Furthermore, we remark tha t  any lifting of our fields to a sub-Riemannian 

set might compromise the hypoanalyticity property of the "sum of squares" 

operator,  thus preventing us from using that  technique. 

Our main idea is to deduce a suitable representation formula for d. Using such 

a formula, the analytic hypo-ellipticity of L and a general result on subanalytic 

objects due to Tamm [17], the subanalyticity of the distance function ensues. 

This is carried out in Section 2. 

In Section 3 we show that  our theorem applies to the elliptic case, i.e. when 

A > 0. Then in Section 4 we show that  our approach also applies to the 

degenerate case. For the sake of simplicity, we limit our attention to the case 

when L is the Gru~in operator, i.e. L )-~.=1(02~ 2k 2 -= 4-xj Oy), k > 1 integer (see 

Section 4). 

2. T h e  bas i c  r e s u l t  

2.1. PRELIMINARIES. We begin by recalling some basic facts on subanalytic 

subsets and analytic stratification. We follow Tamm [17] (another account of 

these topics is given by Bierstone and Milman [4]). 

By a s t r a t i f i c a t i o n  of a set S C fl we mean a locally finite Definition 2.1: 

decomposition 
v 

s=Us 
j = l  

for some u 6 N U {oc}, into a disjoint union of connected real analytic subman- 

ifolds Vj (the s t r a t a  of S) such that  dim Vj < n - 1 and 

Vj N Vk ~ O ~ Vk c Vj and d i m V k < d i m V i - 1 .  

The next result plays a crucial role in our reduction. 

THEOREM 2.1: Let ~ C R n be an open bounded connected set with real ana- 

lytic boundary and let v: ~ x [0, e,] --* R be a continuous function, real analytic 
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on ~x]0 ,c . [ .  Here ~. is a positive number. Set 

d(x) := nfin v(x,~) (x E-~). 
~[0,~.] 

Then, the set C = {x E f~ [ d is no t  rea l  a n a l y t i c  a t  x} admits an analytic 

stratification. 

Proof: Let us denote by ~ = Vl~• the restriction of v to the open set 

f~• Since 73 is analytic and ~ is an analytic manifold the graph of ~ is 

a semianalytic set. Now the graph of the function v is the closure in ~n+2 of 

the graph of ~, and since the closure of a semianalytic set is semianalytic by 

Corollary 2.8 in [4], we obtain that the function v is semianalytic. In particular 

v is a subanalytic function on ~ • [0, s.]. 

Next we need the following remark of Bierstone and Milman ([4]): 

LEMMA 2.1 (see [4], Remark 3.11 (2)): Let M and N be real analytic manifolds 

and let X and T be subanalytic sets of M and N,  respectively, where T is 

compact. I f  f :  X x T --+ R is a continuous subanalytic function, it follows that 

g(x) = ~ni~l f ( x ,  t) 

is a subanalytic function on X .  

Using this fact we obtain that  d(x) = min~e[0,~.] v(x, ~) is a subanalytic func- 

tion on ~. Applying the results of [17] we have that  sing supp~ d is a subanalytic 

subset of ~ and as such sing supp~ d has an analytic stratification by [10]. | 

2.2. ASSUMPTIONS. In order to single out the class of operators we deal with, 

let us consider the following Dirichlet problem 

[ - r  + (AVu,  Vu)  = I i n a ,  (2.1) 
t u = 0 on 0~.  

This is a vanishing viscosity approximation of the eikonal equation (1.1). Here, 

Lu(x)  = tr[A(x)V2u(x)]. 

We denote by u(x, c) the solution of the above problem depending on the 

small positive parameter s. 

In the following we establish a general framework by assuming conditions 

(H1)-(H3) below. We stress that  (H1)-(H3) have just the role of putting in 

evidence what we need our operators to satisfy. Further in this paper we produce 

classes of differential operators that  satisfy (H1)-(H3). 
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(H1) A(x) is a non-negative n • n matrix with real analytic entries defined in 

The assumption (H1) can be rephrased saying that  we are working with 

elliptic (possibly degenerate) operators. 

(H2) There exists e. > 0 such that  

(a) For every e E ]0,~,], the Dirichlet problem (2.1) has a (classical) 

solution u(x, E) continuous on ~. 

(b) for every a E ]0,s,[  and for every x0 E ~, we can find a neighborhood 

V of x0, V CC 12, and a constant C > 0 such that  for every (x,s) E 

Vx]a , s , [ ,  

(2.2) IO~u(x, ~)l < cl~l+~ i~1! 

for every a = ( a l , . . . ,  an) E N" where, as usual, In] = al + ' "  + an 
and 

~ = Ox? ~ " " ' x  " ~ ' v  n 

Remark 2.1: (H2) is an existence (a) and regularity (b) assumption on the 

solutions of the approximating problems (2.1). More precisely, (H2)(b) is an 

analytic hypo-ellipticity assumption on the operator L. Indeed, in concrete 

problems (see Sections 3 and 4) Condition (2.2) is equivalent to stating that  L 

is analytic hypo-elliptic. 

(H3) There exist a,  ~ E ]0, 1] and c > 0 such that  

(2.3) [u]o := sup I~(x,~)-~(v,~)l  < c  w e ] 0 , ~ . ] ,  
x#y,x,~e~ I x - Y]~ 

(2.4) tlu(',~)--u(',J)llL~ _<c~ W E 0 < ~ ' < ~ < ~ . .  

Remark 2.2: As shown in Proposition 2.2 below, the above estimates imply 

the existence of the viscosity solution of equation (1.1). 

2.3. REMARKS ON THE ASSUMPTION (H2). It seems to be pretty hard to 

check the assumption (H2) in the present form. A useful strategy is to reduce 

the problem (2.1) to a linear one. Let us consider the following Dirichlet problem 

(2.5) {~2Lfl= f anti ,  
= on 0f~. 

We denote by f (x ,  s) the solution of the above problem depending on the small 

positive parameter ~. 
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PROPOSITION 2.1: Assume (H1), let ~ be an open bounded set and suppose 

that there exists a positive number r such that 

(a) For every r E ]0, r the Dirichlet problem (2.5) has a (classical) solution 

f ( x ,  r continuous on -~. 

(b) For every a c ]0, r [ and for every xo c fl, we can find a neighborhood V of  

Xo, V C C  ~,  and a constant C > 0 such that for every (x,r C Vx]a,r  

la~f(z,z)I _< cl-I+~a!. 

(c) There exists a function of class C 1, ~b, such that 

(2.6) (A (x )Vr  V r  # 0 Vx E ~.  

Then, the assumption (H2) holds. 

m 

Proo~ Condit ion (c) above implies t ha t  f > 0 in fL In  fact, set 

v(x) = e ~(r x ~ 

where r is the function in (2.6), c is a sui table constant  such t ha t  r  < 0 in 

and A is a posit ive constant  yet to be determined.  Let us consider the m i n i m u m  

of the  function f - v in ~.  I t  is clear tha t ,  if the  m i n i m u m  value of f - v, m,  is 

positive then  

f ( x )  > v(x) + m > o Vx c a 

and we are done. Assume now tha t  m < 0. Let Xm be one of the  points  where  

this m in imum is a t ta ined.  Since f - vlo a > 0, then  necessarily xm C ~. Now, 

we have tha t  

f (Xm)  -- V(Xm) = e2L f ( x m )  - V(Xm), 

V f ( xm)  = Av(xm)V~b(xm) and 

V2/ (x ,~ )  _> A2v(xm)Vr  | V r  + A v ( x ~ ) V 2 r  

Hence, 

where 

f ( X m )  - V(Xm) ---- r f ( x m )  - v(xrn) 

Y(Xm){s )~2 Cl + e2 A tr[A(xm) V2r - 1} 

cl := m i n ( A ( x ) V r  V O ( x ) / >  O. 
xCfl 
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Thus it is clear that,  taking ~ large enough, we obtain 

{~2)~2C 1 + ~2Atr[A(xm)V2r - 1) > 0, 

and hence a contradiction, so that  f > 0 in ~.  It is then straightforward to 

deduce that  

(2.7) u(x,r = -Clog f ( x ,  r (x, c) e ~ x [0,~.] 

and the conclusion easily follows. | 

2.4. THE ASSUMPTION (H3). We consider the equation 

(A (x )Vd (x ) ,Vd (x ) )  = 1, x e fl, 
(2.8) d(x) = O, x e Of]. 

The following (existence) result is a straightforward consequence of our 

assumptions. 

PROPOSITION 2.2: Let f~ C R n be an open bounded set and assume that 

(H2)(a) and (H3) hold. Then, there exists a unique viscosity solution d of 

the problem (2.8) and 

lim sup Id(x) - u(x,r -- 0. 
r xEf~ 

Proof'. Because of Assumption (H2)(a) we have the existence of the function 

u(x,r Moreover, using the assumption (H3), it is easy to see that  the family 

of functions {u(., r is uniformly bounded and continuous. Hence, by the 

Arzel~-Ascoli Theorem, there exists lim~__.0+ u(x, ~), for every x E ~. Finally, 

the fact that  such a limit is the viscosity solution of equation (2.8) is a standard 
computation. The uniqueness of the solution to the problem (2.8) is a well- 

known result of the theory of viscosity solutions (it suffices to use the Kru~.kov 

transformation and the standard doubling variables argument). | 

2.5. THE MAIN RESULT.  The remaining part of this section is devoted to the 

proof of the following 

THEOREM 2.2: Under the assumptions (H1), (H2) and (H3) let f~ C R n be 

an open, bounded set with real analytic boundary. Then, CutA(12) admits an 

analytic stratification. 

For E C ]0,r we denote by u(x,e) the solution of a vanishing viscosity 

approximation of the eikonal equation (2.8) 

( - E L u ( x )  + (A(x )Vu(x ) ,  Vu(x)) = 1 in ~, (2.9) 
t u = 0 on 0n.  
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PROPOSITION 2.3: Under the assumptions (H1), (H2) and (H3), the solution u 

of  the boundary value problem (2.9) is real analytic w.r.t, the variables Ix, e) C 

~x]0,~.[. 

Proof: As a consequence of equation (2.7) and the fact that  the composition 

of real analytic functions is real analytic it suffices to show that  the solution of 

(2.5) is real analytic. Defining 

6 = 1/r 2 and 6. = i / r  

and using once more the fact that  the composition of real analytic functions is 

real analytic, the proof reduces to showing that  the solution v of the following 

problem is real analytic w.r.t. 6 E ]&, +oo[ (uniformly w.r.t, x) 

f Lv = 6v in f t ,  (2.10) 
I v = 1 on OfL 

Once more, we emphasize that  the solution of (2.10) is non-negative. 

It is well known that  in order to show that  a function is real analytic it suffices 

to verify that  it is a C ~ function, it is real analytic with respect to each variable 

separately and satisfies uniform estimates on the derivatives. Now, arguing by 

induction, let us show that v is of class C ~176 with respect to the variables Ix, 6). 

First, we show that  v is continuous. We remark that,  by the assumption (H3), 

v is uniformly (w.r.t. 6) bounded. We have that at a maximum point XM of 

v(.,  6) - ~(.,  6') 

0 > L[V(XM, 5) - V(XM, 5')1 = 6[V(XM, 6) -- V(XM, 6')1 -I- (6 --  6')V(XM, 6') 

while at a minimum point 

o < L [ v ( ~ ,  6) - v ( ~ ,  ~')] = 6[~(~m, ~) - v ( ~ ,  6')] + (6 - 6 ' ) v ( ~ ,  ~'),  

i.e. 

5ma__x I v ( x ,6  ) - v ( x ,6 ' ) ]  < CI5 - g l  
xEf l  

(C > 0 is a constant bigger than the L ~176 norm of v), and the continuity of v 

follows. 

Now, let us show that  v C C k ~ v E C k+l. Suppose that  v E Ck; we have 

that 
{ Lo v :- 6O v + ko -lv in a, 

~k 0 Of L _ov = on 
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Let g be the solution of the problem 

{ L g = S g + ( k +  l)O~v i n ~ ,  
g = 0 on 0~.  

Arguing as for v it is easy to show that  g is continuous w.r.t. 5. Now, we want 

to show that  

h--*01im maX~e_5 h - g(x,5)l = O. 

Set 
w(x) := 02v(x, 5 + h) - O'~v(~:, 5) 

h - g(x' 5), 
and observe that  w = 0 on 0 ~  and, in ~, 

k ~  + h) - 0~- lv(~ ,  5) 
nw = 5w + h + O~v(x, 5 + h) - (k + 1)O~v(z, 5). 

Once more computing w at a maximum and minimum point, using the equation 

(and the induction assumption) we conclude that  v E C k+l. Hence, v �9 C ~ .  

Now, the proof reduces to showing that  the function v is real analytic w.r.t. 

5 uniformly in x. We use the maximum principle and a result of Bernstein on 

real analytic functions of one variable (see [3]). 

Arguing by induction it is easy to see that ,  for every non-negative integer k, 

(2.11) cgkv/05 k is non-negative for k even and is non-positive for k odd. 

Hence, we have a smooth function v with the above sign property of the deriva- 

tives and we want to conclude tha t  v is real analytic. We describe the argument 

in the case of k even, the case of k odd being completely analogous. Take a and 

b such tha t  5. < b < a < +c~. We want to show that  v is real analytic at a. 

The Taylor 's formula yields that ,  for some ~ �9 ]a, b[, 

k - 1 1 0 J v  10kv  b 
, (b)  = ~_, ~5~- f (a ) (b  - a)J + ~ - 5 - ~ ( ~ ) (  - a) k, 

j=O 

hence the sign condition (2.11) yields that  

10kv  
v(b) >_ -~.-~-~(~)(b - a) k > 0 

and using the fact that  the odd derivatives are non-negative (so the k derivative 

is a decreasing function) we deduce that  

~-~k(a) < - v(b)k'(b l~a) k. 
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That is we get the real analyticity w.r.t. (~ (uniformly w.r.t, x). This completes 

our proof. 1 

Proo[of  Theorem 2.2: Assumption (H3) (2.4) yields 

Ilu( ' ,E) - u ( ' , d ) l l L ~  _ c~ ~, 0 < d < ~ < ~, ,  

hence taking the limit, as e' -~ 0, in the above inequality we obtain 

I lu( ' ,~)  - d(')llL-~ <_ cE ~ (~ � 9  

Hence, 

d ( x ) =  inf {u(x ,E)+cz  ~} ( x e f l ) .  
~e[0,~.] 

Now, in view of Proposition 2.3, u(x, r + cz ~ is real analytic for (x, e) e 

flx]0,e.[.  Ivloreover, it is a continuous functiou on ~ x [0, e.]. Hencc, the 

conchlsion follows by Theorem 2.1. 1 

3. T h e  e l l ip t i c  c a s e  

In this section we show how our abstract result applies to the elliptic case A > 0. 
We assuum 

(H) A(x)  is a n x n matrix with real analytic entries aud, for some c > O, 

(3.1) (A(x ) ( , ( )  >_ cllSII ~ V(x,~)  �9 ~ x R ~ 

The following theoreui ttien holds: 

TItEOREM 3.1: Under assumption (H), let fi C IR n be an open bounded set 

with real analytic boundary. Then, CutA(fl) admits an analytic stratification. 

Proos It suffices to show that tim assumptions (H1), (H2) and (H3) of 

Theorem 2.2 are satisfied and then to apply it to the present situation. 

Assumption (H1) is obviously true. 

Let us consider (H2)(a). By Proposition 2.1, verifying (H2)(a) is reducc~J 

to verifying the existence of the solution continuous up to the boundary for 

the boundary value problem (2.5) and this is a well-known fact of the classical 

theory of elliptic boundary value problems (see e.g. [8]). 

In the next section we provide a proof that Assumption (H2)(b) hohts. 
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3.1. ON THE ANALYTICITY OF THE FUNCTION U. In this section we consider 

Assumption (H2)(b) concerning the analyticity of u. By Proposition 2.1 it 

suffices to show that  the solution of (2.5) f satisfies Condition (H2)(b). As in 

the proof of Proposition 2.3, for 5 E ]5., +oo[, we consider the solution of 

,[ Lv  = Sv in f t ,  (3.1.1) 
t v = 1 on 0ft. 

Hence, (2.2) can be rephrased as follows. For every a > 6, and for every x0 E 

there exist a neighborhood of x0, V C R n, and C > 0 such that,  for every 

(x,5) e V• 

(3.1.2) IO~v(x,5)l < C'a'+llal! 

for every a E 1~ n. For this purpose, it suffices to observe that  the well-known 

proof of the analytic hypo-ellipticity for second order elliptic operators with 

analytic coefficients is mainly based on two ingredients: 

�9 the elliptic estimate 

]]~I]H 2 <_ C[HL~HL2 + II~]]L 2] 

where ~ is a test function supported on a fixed compact set, 

�9 the estimates of the commutators of L with the derivatives of arbitrary 

order of the solution (using suitable localizing functions). 

Using these facts one can show that  if f is a solution of L f  = g with g real 

analytic, for any x0 there exist r, C1, C2 > 0 such that  

E max l~fl <C1C~k!, k=0,1,2,.... 
I~I=k B,-(xo) 

We point out that  the constants depend on the L ~ norms of the derivatives 

(possibly of order O) of the coefficients of the operator L. 

Furthermore, the analytic hypo-ellipticity of the operator L implies the 

analytic hypo-ellipticity of L - 5 for 5 E ]5,, a[ and (3.1.2) follows. 

It remains to show that  Assumption (H3) holds. 

3.2. L ~ AND LIPSCHITZ ESTIMATES OF THE SOLUTION. W e  w a n t  t o  s h o w  

that  there exists C > 0 such that  

(3.2.1) supiu(x,a) l  _< C Ve e 10,6.[. 
xE~ 

As usual, the above bound follows by comparison with a suitable auxiliary 

function. For this purpose, we define 
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where ~ is a non-zero vector and a is a positive constant yet to be determined. 

We claim that there exists a > 0 (independent of s) such that,  for every s �9 

]0,~,[ ,  

(3.2.2) ~(~,~) <_ v~(x) w �9 n. 

We observe that  the bound (3.2.1) follows from the above claim and the fact 

that u is non-negative. Now, u(x,E) - r e ( X )  is a continuous function defined 

on a compact set. Hence, if its maximum is attained at a boundary point, then 

(3.2.2) follows from the fact that  u vanishes on Oft and from the positivity of 

va. On the other hand, let us assume that the point x0 where the maximum 

of the function u - Va is attained belongs to ~t. We want to show that  we can 

choose a > 0 (independent of r such that  contradiction ensues. We have 

Hence, 

Vu(x0,e) -- Vva(x0) and V2u(x0,~) < V2Va(XO). 

1 : -E Lu(xo) + (A(xo)Vu, Vu) 

>_ -ELv~(xo) + (A(xo)Vva, Vva) 

= (A(x0)~, ~)[-sva(xo) + va(x0)2]. 

Now it is clear that,  since L is elliptic by Assumption (3.1), it is possible to 

choose a large enough (independent of r to make the last term of the above 

inequality greater than 1 and then (3.2.2) follows. 

3.3. (2.3) OF (H3) HOLDS WITH O~ = 1 .  Our purpose is to show that  there 

exists a positive constant A0, independent of r such that,  for every A > A0, 

(3.3.1) u(x,~) - u(y,~) < hJx - y ] ,  

for every x, y E 12. Here u = u(x, ~) is a solution of the boundary value problem 

(2.9). 

In order to do this, we first remark that  if x E Oft then u(x, e) = 0 and, since 

u(., e) _> 0 on ~, the inequality (3.3.1) holds trivially. Hence we may assume 

that (x, y) E ~ • ~,  in (3.3.1). 

Let r denote a positive number, whose size will be determined later. Set 

u r  : { ( x , y )  e ~ • ~ l l x  - yl < r}.  

Let us consider first (x, y) �9 (gt • ~) \ Ur. Then we easily see that  

C 
u ( x , ~ )  - u ( y , ~ )  < f i x  - yl < A01x - yl,  
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with an obvious choice of A0 > 0. 

Next let us consider OUr. We have 

o u r  = e • f t l l x  - Yl = r }  u ( ( x , y )  e f t  • 0 llx - Yl < r }  

-- A1 U A2. 

If (x, y) E A1 we can argue as above and the conclusion easily follows. Assume 

(x, y) E A2. In this case the conclusion is implied by the estimate 

u(x,e) < Aodou(x), 

where don denotes the distance from Oft and x E ftr -- {x E f~ldon(x) < r}. We 

emphasize tha t  don is a smooth function in ftr, if ft is compact and r is small 

enough. Moreover, we can also suppose (using, for instance, Lemma 14.17 of 

[8]) tha t  there exists # > 0 such tha t  for every x E ft~ and for every eigenvalue A 

of V25(x) we have that  A < # (i.e. the principal curvatures of Oft are uniformly 

bounded). 

Let w(x) = Aodon(x). Then it is easy to see that  

{ -~tr[A(x)V2w] + (A(x)Vw, Vw) > 1 in ftr, 
w(x) >_ u(x, e) in 0ftr,  

if A0 > 0 is conveniently chosen. 

This fact implies that  u(., e) < w in ftr. If  this were not true, then there would 

exist at least a point z E f~r such that  u(z, e) > w(z). z ~ cOftr, since u < w 

there. Hence z E ftr. This implies that  the function u(., E ) - w  has a maximum in 

the interior. Let us denote by XM E f~r a point where this maximum is attained. 

As a consequence Vu(xM,e) = Vw(xM) and V2U(XM,E) <__ V2W(XM), so tha t  

tr(A(x)V2u) <_ tr(A(x)V2w). But 

--~ tr(A(xM)V2U(XM, ~)) -~ 1 -- (A(xM)VU(XM, ~), VU(XM, ~)) 

= 1 - (A(XM)VW(XM), VW(XM)) 

< - e  tr(A(xM)V2W(XM)), 

which yields a contradiction. Hence u(-, r _< w in fir, which proves the assertion 

in OUr. 
The next step is to prove the assertion in {(x,y) E f t  x ftl[x -- Yl < r}. We 

use a standard computat ion in the theory of the viscosity solutions. Set 

(3.3.2) v~(x) := 1 - e -u(x'~), x E -~. 
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We observe that,  by (3.2.1), the above function ve is uniformly bounded w.r.t. 

~. Now, it is easy to see that if ve is uniformly Lipschitz w.r.t. r then u inherits 

a uniform Lipschitz bound from v~. Indeed, for every x, y, �9 f~, 

(3.3.3) lu(x,E) - u(y,r eClv ( ) - vdy)l  vr �9 ]0,E.], 

where C is the constant given in formula (3.2.1). It is easy to see that  since u 

solves equation (2.9) then v~ is the solution of the following Dirichlet problem: 

( 3 . 3 . 4 )  
v(x) - zLv(x) + ~ ( A ( x ) V v ( x ) , V v ( x ) )  = 1, x �9 f~, 
v(x) = 0,  x �9 0 R .  

We remark that  1 - v~ is bounded away from 0 uniformly w.r.t. r by (3.2.1). 

The following part of the proof has been inspired by Ishii and Lions' proof of a 

comparison theorem for solutions of degenerate elliptic equations in [12]. 

We want to show that  there exists a A0 > 0 such that,  for every A _> A0 and 

every r �9 ]0, e,] (r < 1), 

( 3 . 3 . 5 )  ve(x)-ve(y)  < A I x - y  I f o r e v e r y x ,  y � 9  

Set 

(3.3.6) p~,L(x,y):=v~(x)-v~(y)--Ar (x,y)  e ~ x fl, 

where A is the Lipschitz constant yet to be determined and 

(3.3.7) r  Y):= I x -Y]" 

We argue by contradiction. Assume that  for every A0 > 0 there are A > A0 and 

a point (~, Y) E ~ x f~, I~ - Yl < r, such that  

We emphasize that  the point (5:, 9) also depends on A, even though we do not 

explicitly write it. Then p~,),(x, y) has a maximum in i2 x ft. It is evident that 

this maximum is not reached on the diagonal, since p~,~ (x, x) = 0. 

Let us consider, for positive A, the point (x~, y~) C [2 x ~ where the maximum 

of p~,~ is attained. As we said above, x~ ~ y~ and both x~ and y~ depend on A. 

Hence, we have that,  at (x~, Yc) E f~ • ft, 

Vp~,~ = 0  and V2p~,x _< O. 
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The first equation yields 

xe - Ye (3.3.8) Vv~(x~) = vv~(y~) = av~r  = - a v y r  = a l~  ~ y~l' 

while the inequality can be rewritten as 

_V2v~(y~) < - _ p  

where 0 denotes the n x n null matrix and 

P = AV2yO(x~, y~) - _ _  

We recall that ,  if B and U 

tr  B U  > O. Hence, taking 

( I  (xe - y~) | (x~ - y e ) ) .  

are non-negative (symmetric) matrices, then 

and using the inequality (3.3.9), we deduce that  

(3.3.10) Lve(x~) - Lv~(y~) < ( ~ - ~ ) 2 .  p 

where A. B := tr  A B .  We recall the well-known fact that  the analytic regularity 

(C 2 is enough) of the components of A(.) yields that  x ~-* ~ is Lipschitz 

continuous. Hence, we find that  

(3.3.11) ( v /A(x~)  _ ~ ) 2 .  p <_ C.klx~ _ Y~I, 

for some constant C independent of ~. Now, using equations (3.3.4) and (3.3.10) 

we obtain that  

v~(x~) - v~(y~) + (1 - E)A 2 (A (x~)Vx~ , ( x~ , y~ ) ,Vxr  
1 - v e ( x ~ )  

( 1  - ~ ) A  2 
-< f -v~--~)(A(y~)V~r162 + e ( ~  - V / - ~ )  2.  P. 

Subtracting the term 

(1 - E)A 2 ( A ( x ~ ) V x r  y~), Vxr y~)) 
1 - v~(y~) 

from both sides of the above inequality we obtain that  

(3.3.12) (v~(x~) -v~(y~)) 
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(1 E)~  2 ( (A(xr162162 y~), V~r162 yr x l + ( 1 -  v~ j ) i - i - : v~ (y~) )  

( 1 - r  2 A <_ ~ : - v ~ ( [  (y~) - A(x~)]Vxr162  

+ ~ ( ~  - ~ - - C ~ ) )  ~ �9 e ,  

i.e. (using (3.3.11)) 

( ~ ( ~ )  - v~(y~))  

(1 - ~)A~ 
[kl + (1 - v~(x~))(1 - v~(y~)lx~ - y~l 2) (d(x~)(x~ - y~), (x~ - y~)) ]'l x 

(1 - ~)A 2 
<- (i - ~(y~))l~ - y~l ~ ([A(~) - A(x~)](x~ - ~), (~ - y~)) 
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+ ~C),lx~ - y~l. 

Hence, using (3.1) and the fact that  1 - v~ is uniformly bounded and away from 

0 we deduce that  

v~(x~)  - v ~ ( ~ )  < CIx~  - y~l 

for some C > 0 independent of ~. Hence, choosing Ao = C we obtain a 

contradiction. 

3.4. (2.4) OF (H3) HOLDS WITH /~ ---- 1/2. We show that  the second part of 

the assumption (H3) holds with 13 = 1/2, i.e. there exists c > 0 such that  

(3A.1)  s u p l u ( x , ~ ) - u ( x , . ) l < c ~  1/2, 0 < ~ < ~ < 1 .  
x c ~  

We denote by v~ the solution of the problem (3.3.4). 

By formula (3.3.3), it suffices to find an upper bound for vs - v, .  We define 

�9 ~ ( z , y )  :=  v ~ ( z )  - v~ (y )  - I x - y r 2 / 2 ~ ,  (x,y) e ~ • ~ ,  

where 5 is a positive constant yet to be determined. Since (I)~ is a continuous 

function on a compact set there exists (x0, Y0) C ~ • f~ such that  

max(I)5 = (I)~(x0, Y0)- 
~• 

Moreover, we have that  

v~(y0) - v~(y0) < r  y0) = v~(xo)  - v~ (yo )  - Izo - ~oJ~/2~ 

and, using the Lipschitz continuity of v, we deduce that  

[Xo - yo[2/25 _< ClXo - Yol 
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for some C > 0, i.e. 

(3.4.2) Ixo - y o l  -~ 25C. 

Now, we observe tha t  if xo E Oft then  

(3.4.3) v~(x)  - v v ( x )  ~ r  ~ 0 Vx C-~. 

Moreover, if xo E ft and Yo E 0f t  then  

v~(vo) - v.(yo) < r  yo) = v~(xo) - v~(uo) - I x o  - yol2/25, 

hence using once more the Lipschitz continuity of v and (3.4.2) we obtain tha t  

~ ( x ) -  ~ ( x ) <  r  v o ) <  v ~ ( x o ) -  v~(vo) 
(3.4.4) 

< C]xo - Yol < 25C 2 Vx  E -~. 

We are left with the case when (xo, Yo) e f t  x ft. Using the fact tha t  (xo, Yo) is 

an "interior" maximum point  for the function 

(x ,v )  ~ v~(x) - v . ( y )  - Ix - v1~/25 

we obtain tha t  

and 

Hence, 

Vv~(xo)=Vvv(uo)=~(xo - vo )  

- -V2vv(yo) ,  V2Ve(Xo) _< (~-lI.  

(3.4.5) v~(xo) - tr[A(xo)] + 52(1 _ ve(xo))  (A(xo) (xo  - yo), (xo - Yo) <- 1 

and 

12 I - - V  
(3.4.6) v~,(yo) + ~ tr[A(yo)]-F 5 2 ( 1 5 : ~ ( y o )  ) (A(yo)(Xo - Yo), (Xo - Yo)) >_ 1. 

Hence, from (3.4.5) and (3.4.6) we obtain tha t  

< E + u max{ t r  A(xo) ,  t r  A(yo)} v~(xo) - v~(vo) - - T -  

+ 52(1 - v~,(yo))(A(yo)(xo - Yo), (xo - Yo)) 

(1 - ~)(v~(yo) - ~ ( ~ o ) )  
+ 5 ~ ( ~ - ~ i - _ - v - ~ - ~ o ) ) ( A ( y o ) ( x o  - Yo)), (xo - Yo)) 

1 - ~  
+ ([A(yo) - A(xo)](xo - yo).(xo - Yo)). 

52(1 - v~(xo)) 
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Thus  

(v~(xo) - v~(y0)) 
(1 - g) 

• (1 + 52(1 _ vv(y0))(1 - v~(xo) ) (A(yo) (Xo - Yo), (xo - Yo))) 
g - t - v  

<- 5 m a x { t r A ( x o ) , t r A ( y o ) }  

g - - l ]  

+ 62(1 - vv(yo))  (A(yo)(xo  - yo), (xo - yo)) 

1--~"  
+ 52(i - v~(xo))([A(y0)  - A(xo)](xo - Yo), (Xo - Y0)). 

Since the only interesting case in the above es t imate  is when v ~ ( x o ) - v v ( y o )  :> O, 
we obta in  

ve(xo) - v~,(yo) < _ - - - ~  max{ t r  A(xo) ,  t r  d (y0)}  

g - - V  
+ <A(~0)(x0 - yo),  (z0 - yo)> 

~2(i - ~(yo) )  
1 - - ~  

+ 52(1 - ve(xo)) ([A(y0)  - A(xo) l (xo  - Yo), (xo - Y0)). 

Then,  taking 5 = el/2 we conclude t ha t  

v~(xo) - vv(yo) <_ Cg 1/2 

for some C > 0. The  above inequality, (3.4.3) and (3.4.4) yield t ha t  

v~(x)  - v~(x )  < c g  ~/2 v.~ ~ -~. 

Using the same a rgument  and interchanging the roles of v~ and vv, we conclude 

tha t  

IIv~ - v v l l ~  < c g  1/2 

This completes  the proof  of Theo rem 3.1. | 

4. A d e g e n e r a t e  case:  T h e  Gru~ in  o p e r a t o r  

In  this section our  purpose  is to apply  the  basic t heo rem to  an opera to r  of 

Gru~in type.  We use the following nota t ion  

x = (x',~n),  5 ' =  ( x l , . . . , x n - i ) ,  
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and for the sake of simplicity we denote by ]. ] both the standard Euclidean norm 
in R n and the absolute value of scalars in ~; moreover we define, for k �9 N, 

n - 1  

tx']~ ~ := Z ( ~ J ) ~ "  
j = l  

Let us consider the matrix 

A(x ' ,xn)  = leo o l [x']~ ' 

k being the above integer, where I is the (n - 1) • (n - 1) identity matrix. Then, 

the eikonal equation is 

f E y - r  ~ + [x'l~(0~od(~)) ~ = 1, �9 e ~, (4.1) 
t d(z) = O, x �9 Of L 

Set 

(4.2) 
n--1 
~--~( r t12k ,~2 i = 02x~ + (xJ)2kc92~) = Ax, + [x ]k oz." 
j = l  

Proof: The assumption (H1) is trivially satisfied. (H2)(a) holds. Indeed, the 

existence of a classical solution (continuous up to the boundary) to the problem 

(2.5) can be proved arguing as Bony in [5] and using Proposition 2.1. 

In the next section we provide a proof that  Assumption (H2)(b) holds. 

4 . 1 .  T H E  ANALYTIC HYPO-ELLIPTICITY OF THE OPERATOR L. In this section 

we prove that  the operator (4.2) is analytic hypo-elliptic. We have 

We recall that  the boundary 012 is non-characteristic (for the operator L) if and 

only if, for every x E 0~, 

n--1 

~J(x) ~ + [x' i~k~(x7 # 0, 
j = l  

where ~(x) = ( u i ( x ) , . . . , v n ( x ) )  is a unit normal vector to cq~ at x. The 

following result holds. 

THEOREM 4.1: Let 12 C ~n be an open bounded set with real analytic non- 

characteristic boundary. Then, CutA (~) admits an analytic stratification. 
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THEOREM 4.1.1: Let 

(4.1.1) r t12k r~2 L(x, D) = ID'l 2 + tx Jk "n,  

where Dj = ( - 1 ) - 1 / 2 0 / 0 x  j and  D'  = ( D 1 , . . . ,  Dn-1), so that [D'[ 2 = - A x , .  

Let us consider the equation 

(4.1.2) L(x, D)u = f ,  

where f E C~(U), U being a neighborhood of the origin in •n. Then u is real 

analytic in U. 

Proof: The proof is basically an estimate of the derivatives of u in a neighbor- 

hood of the origin. 

Let us denote by ~ a cut-off function identically equal to one in a neighborhood 

of the origin in ] ~ .  Due to the special form of our coordinates and the fact that  

the characteristic manifold is symplectic, we may assume that  ~ is independent 

of the variable xt: in fact we may always take ~ as a product of n such cut-off 

functions each depending on a single coordinate, xJ, and every xJ-derivative 

landing on ~(xJ),  j = 1 , . . . ,  n - 1, would leave a cut-off supported in a region 

where x j is bounded away from zero, hence in a region where the operator is 

(uniformly, microlocally) elliptic. 

Thus we take ~(x) = p(xn). Here p is assumed to be a function of Ehrenpreis-  

H6rmander type (see e.g. [7], [11]), i.e. denoting by U our neighborhood of the 

origin. Then 7~ has the following property: for any U compactly contained in 

U, and for any fixed r C N, we choose 7~ = 7~r E C~r 7~ = 1 o n / )  and such 

that ,  with a u n i v e r s a l  constant (i.e. depending only on the dimension of the 

Euclidean space in which we work) Co, 

I~(k)(x)l < for k < 3r. 
- dist Uc ) /  

Let us denote 

Xj  = Dxr Yj = (xJ)kox,~, j = l , . . . , n - - 1 .  

Then 

(4.1.3) 
n - 1  

L(x ,D)  = E ( X ~  + yj2). 
j = l  
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It is a well-known fact that  the operator L in (4.1.3) is C~176 and 

satisfies an a priori estimate of the form 

n--1 

(4.1.4) ~ ( t lX ju l t  2 + II~ull 2) + ll~ll~/(k+~) < C(l(Lu, u)l + II~tlb, 
j = l  

where u is a rapidly decreasing smooth function, ]]. ]Is denotes the usual Sobolev 

norm of order s and [[. [[ = [1" [[0 is the L 2 norm. 

We want to obtain a bound for an expression of the form 

(4.1.5) IlXj~(xn)D~ull or IIYj~(xn)D~ull 

where, since we are in a microlocal neighborhood of the point (0, en), Dn is an 

elliptic operator. It is well known that  obtaining a bound for the quantities 

in (4.1.5) of the type [IXj~p(xn)Drull < cr+lr! allows us to deduce that  L is 

(micro)analytic hypo-elliptic, so that  the solution u of (4.1.2) is real analytic. 

Let us examine first the quantity 

I I X 3 ~ ( x ~ ) D ~ u l l  �9 

Using the a priori inequality (4.1.4) we have 

NX3~(x~)D~ull 2 <_ I(L~(xn)D~u, ~(x'~)D~u)l + II~(x'~)D~ull 2. 

Let us consider the scalar product on the r.h.s, of the above formula. We can 

write 

l(L~(xn)Dr~u, ~(xn)Dru)] <_[(~(xnDrLu, ~(xn)Dru[)[ 

+ I<[L, ~(xn)D~]u, ~(x")D~u>l. 

The first term above involves Lu, which by assumption is real analytic and has 

thus the right estimates modulo the use of the Cauchy-Schwartz inequality and 

reabsorbing on the left the r.h.s, term in the scalar product. We are then left 

with the commutator term. We have 

n--1  

[L, ~D~] = ~-~ (Yj [Yj, ~D~] + [Yj, ~Dr]Yj), 

5=1 

because the fields Xj commute with ~Dr~. Moreover, 

[Yj, ~D~n] = (xJ)k~'D~. 
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Hence we have 

I( [L,~(xn)Dr] u, ~~ 
n--1 

<- E ( I  (YJ (xJ)k~'D~ u, ~D~u)[ + [((x j)k ~'D~Yj u, ~D~u) D. 
j = l  

Let us consider a generic term in the first sum above. Since Yj is self-adjoint we 

may bring Yj to the right and, using the Cauchy-Schwartz inequality, we are 

reduced to estimating II(xJ)k~'D~u[I. Now 

r 

~'n~u = E ( - 1 ) t - l  nn~o(~) Dr-~u + (-1)r~o(r+l)u, 
g=l 

where ~o (~) = Dn~ , whence 

II(xJ)k~'D~ull < ~ II(xJ)k Dn~o(e) Dr-eull + II(xJ)k~o(r+l)ull 

(4.1.6) t=l r 

= ~ IIYJ~(~)D~-%II + II(x~)k~(r+l)ull. 
~=1 

Summarizing, we started off estimating IIX D ull a, d we wind up with 

ILY~(~)D~-~ul[ where g > 1. Iterating, we see easily tha t  we obtain a num- 

ber of terms similar to the last in (4.1.6). Furthermore, the number of those 

terms is bounded by C r, where C is a positive constant. This yields analytic 

estimates, due to the definition of ~. 

Let us now consider the t e r m  [((xJ)k~JDVyju, ~Dru}l. The power (xj) k can 

harmlessly go to the right of the scalar product.  Thus if we pull an xn-derivative 

in front of the right factor of the scalar product,  we obtain the same estimate 

as above. The only difficulty in pulling a derivative in front is the commutat ion 

with ~ ' .  This is achieved in a way analogous to the above. 

Estimating terms of the form HYj~D~u[[ is completely analogous. Hence we 

obtain 

n--1 

(4.1.7) E (IIXj~oD~nuii + IIYj~oD~ull) <_ c r + l r ! ,  
j = l  

which ends the proof of Theorem 4.1.1. | 

Remark 4.1.1: Condition (H2)(b) is a direct consequence of the above proof. 

In what follows we prove that  Assumption (H3) holds for L. 
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We would like to explicitly point out that  the proof of the Lipschitz estimates 

are carried out along the same lines of the corresponding proofs in the elliptic 

case. Since, however, the degeneracy of the principal symbol plays a crucial role 

and forces us to modify the argument in this instance, we deemed it useful to 

include the whole argument. 

4.2. THE L ~ ESTIMATE. The L ~ estimate for u follows arguing as in the 

proof of formula (3.2.1) in Theorem 3.1, choosing ~ equal to the unit vector 

(1, 0 , . . . ,  0). Hence, also the solutions of the problem (3.3.4), v~, satisfy a uni- 

form L ~ estimate. 

4.3. (2.3) OF (H3) HOLDS WITH Ol = 1 .  We want to show that  there exists a 

positive constant A0, independent of e, such that ,  for every A > A0, 

(4.3.1) u(x, ~) - u(y, ~) <_ A[x - y[, 

for every x, y E ~.  Here u = u(x, E) is a solution of the boundary value problem 

(2.9). 

In order to do this, we first remark tha t  if x E 0 n  then u(x, e) = 0 and, since 

u(.,e) > 0 on ~, the inequality (4.3.1) holds trivially. Hence we may assume 

that (x, y) �9 ~ • ~,  in (4.3.1). 
Let r denote a positive number, whose size will be determined later. Set 

Ur = {(x,y)  �9 ~ • ~11 x -  Yl < r}. 

Let us consider first (x, y) �9 (i'l • ~ )  \ Ur- Then we easily see that  

u ( ~ , ~ ) -  u(y,~) < c I x - u t  < A 0 1 x - y l ,  

with an obvious choice of A0 > 0. 

Next let us consider OUr. We have 

o u r  = {(x ,y)  �9 ~ • ~LIx - yl = r}  u { (~ ,y )  �9 fi  • Ofillx - yl < r}  

= A1 U A2. 

If (x, y) �9 A1 we can argue as above and the conclusion easily follows. Assume 

(x, y) �9 As. In this case the conclusion is implied by the estimate 

u(x,e) <_ Aodon(x), 

where don denotes the distance from 0 n  and x c f/r = {x �9 fl[don(x) < r}. We 

emphasize that  don is a smooth function in fir, if fi is compact and r is small 
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enough. Moreover, we can also suppose (using, for instance, Lemma 14.17 of 

[8]) that there exists # > 0 such that 

(4.3.2) Vx c ~r,  V~ eigenvalue of V2don(x), A < # 

(i.e. the principal curvatures of 0~  are uniformly bounded). 

We claim that there exists c > 0 such that ,  for r > 0 small enough, 

(4.3.3) (A(x)Vdo~(x), Vdo~(x)) > c Vx e ~ .  

We prove the above claim arguing by contradiction. Let us assume that  there 

exists a sequence xj E fl converging to a boundary point �9 C 0~  such that 

(4.3.4) lira (A (xj)Vdoa (zj), V don (xj)) = O. 
j --* c ~  

Then, the first n - 1 components of Vdon(xj) converge to 0 (as j --* c~). 

Moreover, using the fact that IVdoa(xj)l = 1, we deduce that  

lim IOz~don(xj)l = 1 
j---*c~ 

and, using (4.3.4), we conclude that  

lira x~ = 0. 
j---*OO J 

Thus we obtain 

(A(~)L,(5), u(5)) = 0, 

where u(2) denotes the normal to 0~  at 2. This is a contradiction. 

Let w(x) = Aodon(x). Then 

(4.3.5) { -str[A(x)V2w] + (d(x)Vw, Vw) > 1 in ~tr, 
w(z) > u(x, ~) in O~r, 

if A0 > 0 is conveniently chosen. Indeed, in ~4, 

- s  tr[A(x)V2w] + (A(x)Vw, Vw / = -~A0 tr[A(x)V2do~] + A~(A(x)Vdon, Vdo~l 

>_ -sAocl + A~c 

for some cl > 0 depending on the operator L and on the bound of the boundary 

curvature, #, in (4.3.2), since in the last inequality above (4.3.2) and (4.3.3) 

have been used. 

Hence, it is clear that taking A0 large enough (uniformly w.r.t. ~) we have 

-eA0cl  + A~c > 1 and (4.3.5) follows. This fact implies that  u(. ,e) _< w in 
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mr. If  this were not t rue,  then  there  would exist a t  least a point  z E f~r such 

t h a t  u(z,r > w(z). Also z • Of~r, since u _< w there.  Hence z E ~r .  This  

implies t h a t  the  funct ion u(., ~) - w has a m a x i m u m  in the interior. Let  us 

denote  by XM E f~r a point  where  this m a x i m u m  is a t ta ined.  As a consequence 

•U(XM,E) = VW(XM) and V2U(XM,~) < V2W(XM), SO t ha t  tr(A(x)V2u) <_ 
tr(A(x)V2w).  But  

-~  tr(A(XM)V2U(XM, ~)) = 1 -- (A(XM)VU(XM, ~), VU(XM, c)) 

= 1 -- (A(xM)VW(ZM), VW(XM)) 

< --r tr(A(xM)V2W(ZM)), 

which yields a contradict ion.  Hence u(.,  ~) < w in mr, which proves the  assert ion 

in OUr. 
T h e  next  s tep is to prove the  assert ion in {ix,  y) �9 f~ • f~llx - Yl < r}.  Set 

(4.3.6) v~(x) :=  1 - e -u(z'~), x �9 ~ .  

We observe tha t ,  by (3.2.1), the  above funct ion ve is uniformly bounded  w.r.t .  

~. Now, it is easy to  see t ha t  if vr is uniformly Lipschitz w.r.t .  ~, t hen  u inherits 

a uniform Lipschitz bound  f rom v~. Indeed,  for every x, y, �9 ~t, 

(4.3.7) lu(x,~) - u(y,~)[ < eClv~(x) - v~(Y)i W �9 10,~.1, 

where  C is the  constant  given in formula  (3.2.1). I t  is easy to see t ha t  since u 

solves equat ion (2.9), then  v~ is the  solution of the  following Dirichlet problem: 

v(x) - ELy(x) + ~ ( m ( x ) V v ( z ) ,  Vv(x) )  = 1, x �9 gt, 
(4.3.S) 

[ v ( x )  = O, x �9 

We remark  t h a t  1 - ve is bounded  away f rom 0 uniformly w.r.t .  E, by the  L r162 

es t imate .  

We want  to  show t h a t  there  exists a A0 > 0 such tha t ,  for every A _> A0 and 

every c �9 ]0,E*] < 1), 

(4.3.9) v~(x) - v~(y) <_ h lx  - y] for every x , y  �9 ~. 

Set 

(4.3.10) p~,L(X, y ) := v~(x) - - v ~ ( y ) -  Ar y), (x, y) e 12 x l-t, 

where  A is the  Lipschitz cons tant  yet  to  be de te rmined  and 

(4.3.11) r  y ) : - - I x -  y]. 
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We argue by contradict ion.  Assume tha t  for every A0 > 0 there  are A _> Ao and 

a point  (2, ~) C f~ x f~, 12 - Y[ < r, such t ha t  

p~s,(2, 9) > o. 

We emphasize  t ha t  the  point  (x, Y) also depends on A, even though  we do not  

explicitly write it. Then  p~,;~(x, y) has a m a x i m u m  in f t x  ft. I t  is evident  t ha t  

this m a x i m u m  is not reached on the diagonal,  since p~,),(x, x) = O. 
Let us consider, for posit ive A, the  point  (xe, ye) E ft x ft where the m a x i m u m  

ofp~ A is a t ta ined.  As we said above xs 7 s Ys, and bo th  x~ and y~ depend on A. 

Hence we have tha t ,  at  (x~, y~) C ft x ft, 

Vpe,~ = 0 and V2pe,A < O. 

The  first equat ion yields 

x~ - ye 
(4.3.12) Vv~(x~) = Vv~(ye) = AVxr  = - A V y r  = A'X~l 

Y~I' 

while the  inequali ty can be rewri t ten  as 

where 0 denotes  the n x n null ma t r ix  and 

( I  - (x~ - y~) | (x~ - y~) P -- AV2yr  Y~) - ]x~ - -  ye [ ]x---~ - y~ 1 ----~ )" 

Using the inequali ty (4.3.13) we deduce 

(4.3.14) Lv~(x~) - Lv~(y~) < ( ~  - ~ ) ) 2 .  p 

and we find tha t  

(4.3.15) 
A 

- �9 - -  [y~]k)  , ( ~  v / A ( y ~ ) ) 2  p~Clx~ y ~ l ( [ X ,  lkk , k 2  

for some constant  C independent  of ~. Now, using equat ions (4.3.8) and (4.3.14) 

we ob ta in  t ha t  

(1 - r  2 
v~(x~) - v~(y~) + 1 - v~ (~ )  ( A ( ~ ) V ~ r  y~), V~r y~)) 

1 2 ( - ~)~ 
<- f----'v~-"~) (A(y~)Vx~z(xe, y~), Vx~b(xr y~)) + ~ ( ~  - ~ ) 2 .  p .  
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Subt rac t ing  the  t e r m  

(1 - ~)A 2 
i -  ~(x~---) (A(y~)V~r y~), V ~ ( ~ ,  y~)) 

f rom bo th  sides of the  above inequali ty we obta in  

(4.3.16) (v~(x~) - ve(y~))  

(1 - e ) A  2 
• 

<- 1 - v~(x~) ([A(y~) - A ( z ~ ) ] V z r  V z r  

+ ~( ~ - ~ ) ~  . P,  

i.e. (using (4.3.15)) 

( 4 . 3 . 1 7 )  ( v ~ ( x ~ )  - v ~ ( y ~ ) )  

(1 - ~))~z 
/'~.1 + (1 - vs(x~))(1 - ve(ys ) ) l x~  - ye]2 (A(y~) (x~  - ye),  (xe - Ye))]  "~ x 

< (1 - r 2 ([A(y~) - g(x~) ] (x~  - y~), (x~ - y~)) 
- (1 - v ~ ( z ~ ) ) l x ~  - y~l  ~ 

I k  I k 2  
- -  - [ y ~ ] k )  �9 + ~ C  ix  ~ y~l ([z~]k 

To es t ima te  v~(x~) - ve(y~) two cases may  occur: 

C A S E  1 : 

(4 .3 .18)  [y'~]~ > [z'~]~ 

(i.e. A ( y e )  - A ( x ~ )  > 0). In  this case, using inequali ty (4.3.17), the  fact t ha t  

1 - ve is uniformly bounded  and away from 0 and t h a t  A is large, the  es t imate  

of  v~(xs )  - v ~ ( y e )  reduces to  es t imat ing  the  behavior  of  the  following two terms:  

(I) = ([A(y~) - A(x~)] (x~  - y~), (x~ - y~)) 

(A(y~) (x~  - yr (x~ - y~)) 

and 
(II) = EIx~ - Y~l([x~]k -- [y~]~)2 

(A(y~) (x~  - y~), (x~ - y~))" 

For the  sake of brevi ty  in wha t  follows we omit  to  wri te  the  subscript  s. We 

have 

([y,]~k z '  2~ - [ ]k ) ( x ~  - y~)~ 
(4.3.19) (I) = n-1 ry,12k, 

E j = I  (Z j  -- y j ) 2  + [ Jk ~, x n  -- Yn)  2 
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so that 

- [x ]~ ) ( x ~ - ~ )  2 < ( [~ , ]~  ,2~ 

- _ - 

(~) < 

< 

Xn ^ ",2 v ' , ,n- l[~ 2k 2k - - x j  ) gn)  Z. . , j=I  ~,gj 

Ix~ ydv/~jn-:(x~ y,2 ~v-,n-1 2k 
_ _ j~ VZ-~j=~ Y; 

Ixn y,d?~j=~ (y~ ,2 I v - ,n - l zv - .~2k-1  2 k - l - i x i  2 _ n - 1  - x j )  V'2._,j= 1 (?-~i=o Yj  5)  

< 

~/Ejn~_r  y ~2 /~"~n--1 2k 
- j j  V Z _ , j = ~  Y~ 

/ v '~n- l rx - '~2k-1  2 k - l - i ~ i ~ 2  
IXn - Yn V~_.~j=i 1,2..~i= 0 Yj ~jj 

- V / E ~ - ~  2~ j=l  Yj 

CnklXn I k - 1  - - y d [ y  ]k , 

for some positive Cnk 

Moreover, 

~ /  n ~2 /x-~n--l~ k 

v / 2 j = i ( x j  - yj)  

for some C depending only on k and ~.  

The other possibility which might occur is 

depending only on the dimension n and the order k. 

_ (7. rJ]2(k-1) 
< vtY Jk Ix- -Yl ,  

C A S E  2:  

(4.3.20) M]k < [4]~ 

(i.e. A ( y ~ )  - A ( x ~ )  < 0). Using the inequality (4.3.17), we obtain that 

(1 - r 2 ~ -1 
[~1 + (1 - ve(x~))(1 - v~(ye))]x~ - ye]2 ( A ( x ~ ) ( x ~  - y~), (x~ - y~)} )  

< 

)~ t k I k 2  
x ~ ' c  Ix~  

and the estimate of v e ( x ~ )  - v e ( y ~ )  reduces to 

~"~n-l  ( x  k El x - -  v -~n - -1 ,  k E[X --  Yl A .~ j=I  ~, j - -  y k ) 2  Y 2.~j=l (Xj  -- yk )2  < 

n - 1  n - 1  -- n - 1  

<_ eJx - Yl, 
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for some c independent  of  s. 

Hence in bo th  the  cases, we deduce t ha t  

for some C > 0 independent  of e. Thus,  choosing A0 = C, we obta in  a 

contradict ion.  

Finally, arguing as in Section 3.3, we find t h a t  (2.4) of  (H3) holds wi th  

/3 = 1/2. This  completes  the  proof  of T h e o r e m  4.1. | 
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